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Abstract: Outlier detection is an important task in data mining with numerous applications. Outliers has been 

studied in a variety of domains including Big Data, High dimensional data, Uncertain data, Time Series data, 

Biological data, etc. After studying the commonly used outlier mining methods, this paper presents dissimilarity 

based outlier detection. Dissimilarity matrix was first formed based on distance between each object of dataset 

using Gower distance method. Then, Clustering was done using Partitioning AroundMedoids the function PAM 

method based on the search for k representative objects, and compute total dissimilarity of all objects to their 

nearest medoid. Experiments were conducted using three dataset such as iris, diabetic and lung cancer datasets. 

Three clusters were formed for iris dataset, five clusters were formed in diabetic dataset and seven clusters were 

formed in lung cancer dataset. Finally five outliers in iris, ten outliers in diabetic and twenty three outliers in 

lung cancer datasets were identified. The experiment results show that to detect the outliers efficiently 

Keywords: Clusters, Data mining, Dissimilarity, Gower distance, Mediod, Outliers, PAM. 

 

I. Introduction 
Outlier detection is a primary part in the fields of data mining and has attracted the attention of people 

recently. The task of outlier detection is to identify data objects that are distinctly different from the majority of 

all objects.  An outlier, according to Hawkins, is “an observation that deviates so much from other observations as 

to arouse that it was generated by a different mechanism”.Outlier detection is an important data mining activity 

with numerous applications, including credit card fraud detection, discovery of criminal activities in electronic 

commerce, video surveillance, weather prediction, and pharmaceutical researc. Outliers are mainly produced 

by the following three causes: 1) Data caused by their inherent changes. This change occurs naturally due to data 

sample, and is uncontrollable. 2) Data result from execute error such as manual operation errors, hacker break and 

equipment failures. 3) Data that fall into wrong classes. In effective data set, outlier is a small part and recognized 

as the by-product of clustering. So, outlier is always cancelled or neglected simply. However, researchers 

gradually realize that certain outlier probably is the real reflection of normal data. So outlier mining becomes an 

important aspect of data mining. The types of outliers can be classified into three various classes namely, Point 

outliers which deals with multidimensional data types, Contextual outliers based on the dependency oriented data 

types such as discrete sequences, time-series, data and graphs. Every instance to a context is defined using the 

attributes such as Contextual attributes and Behavioural attributes and Collective outliers states that the individual 

data instance is not an outlier whereas a collection of related data may form an outlier. Avast number of 

unsupervised, semi supervised and supervised algorithms are found in the literature for outlier detection. 

Nowadays, the classical technologies of outlier mining can be divided into five categories: statistic-based 

methods, distance-based methods, cluster-based methods, density-based methods and deviation-based methods.

 Above classical methods have respective advantages in application, but they all have some limitation in 

certain aspects. So, based on dissimilarity, this paper proposes an outlier mining algorithm. The paper is 

organized as follows. In Section 2, we present the review of related literature and our motivation. In Section 3, the 

proposed outlier detection algorithm and its related definitions will be described in detail and a performance 

evaluation is made.In Section 4, the experimental results are analysed. In Section 5 concludes this paper. 

 

II. Literature Review 
 In this section, we review existing techniques of outlier mining.According to Karanjit Singh and Dr. 

Shuchita Upadhyaya (2012) has proposed Outlier Detection: Applications and Techniques, in this paper we 

make an attempt to bring together various outlier detection techniques, in a structured and generic description. 

With this exercise, we hope to attain a better understanding of the different directions of research on outlier 

analysis for ourselves as well as for beginners in this research field who could then pick up the links to different 

areas of applications in details [1]. RashiBansal, Nishant Gaur and Dr.Shailendra Narayan Singh(2016) 

proposed Outlier Detection: Applications and Techniques in Data Mining,in this review paperwe wish to gain an 

improved perceptive of various research on outlier detection and analysis for our well-being as well as for those 

who are the beginners in this field[2]. Statistical-based methods, assuming that data follow a standard 
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distribution, detect outliers by finding objects that deviate from the distribution ( Hubert, Rousseeuw, and 

Segaert 2015 ).In distribution-based methods, the observations that deviate from a standard distribution are 

considered as outliers [5]. Clustering-based methods build clusters model to characterize underlying data 

behavior. In general, some data objects in clusters that are far away their cluster centers are considered as 

outliers. For example, cluster histograms Aggarwal (2012) were used for modelling and guiding outlier 

detection. In Perozzi, Akoglu, Iglesias Sánchez, and Müller (2014), clustering techniques detect outliers in 

large-attributed-graphs. However, clustering-based approaches must build a clustering model, which limits the 

outlier-detection performance.Distance-based methods discover outliers by computing distances between an 

object and other objects in a data set. One of these methods is called local outlier factor (LOF Breunig et al., 

2000), in which distances are computed by comparing density estimate for each object with its k nearest 

neighbors.Raghav Gupta et al (2016) proposed density based outlier detection technique.A density based 

approach which used to measure standard deviation method to identify that a data point is an outlier or not [3]. 

Ana Arribas-Gil and Juan Romo (2013) have proposed shape outlier detection based on the relation between the 

band depth and the epigraph index. The points which lie below the parabola and the points which are closer to 

the parabola form a curve with typical shape, whereas the most distant ones form the outliers. From the 

literature survey, we propose dissimilarity based outlier detection algorithm, in general deal with identifying 

which objects are potential outliers during the process of clustering. These outliers are eliminated in the final 

clustering process. 

 

III. Proposed Method 
In this section, the proposed algorithm, and its related concept will be introduced in detail.  

3.1 Dissimilarity Matrix  

 Let D be a database,an 𝑛 ×  𝑝 objects-by-attributes matrix, where rows stand for objects and columns 

stand for variables.The combination of variables of mixed type into a single dissimilarity matrix slightly extends 

a definition of Gower (1971), by covering also ordinal and ratio variables. Use distance measure between 0 and 

1 for each variable 𝑑 𝑖𝑗
(𝑓)

.This result in the dissimilarity 𝑑 𝑖, 𝑗 as defined as equation (1) 

 𝑑 𝑖, 𝑗 =
 𝛿𝑖𝑗

(𝑓)
𝑑𝑖𝑗

(𝑓)𝑝
𝑓=1

 𝛿
𝑖𝑗
(𝑓)𝑝

𝑓=1

   ∈  0,1    (1) 

Where  

𝑑 𝑖𝑗
(𝑓)

 = contribution of variable 𝑓 to 𝑑(𝑖, 𝑗), which depends on its type: 

 𝑓binary or nominal𝑑 𝑖𝑗
(𝑓)

 = 0 if 𝑥𝑖𝑓 =  𝑥𝑗𝑓 and  𝑑 𝑖𝑗
(𝑓)

 = 1 otherwise, 

𝑓interval-scaled defined as equation (2) 

 𝑑𝑖𝑗
 𝑓 

=
 𝑥𝑖𝑓 −𝑥𝑗𝑓  

𝑚𝑎𝑥 𝑕𝑥𝑕𝑓−𝑚𝑖𝑛 𝑕𝑥𝑕𝑓
    (2) 

𝑓ordinal or ratio-scaled: compute ranks 𝑟𝑖𝑓  andtreat these 𝑧𝑖𝑓  asinterval-scaled as defined as equation (3), 

 𝑧𝑖𝑓  =  
𝑟𝑖𝑓 −1

𝑚𝑎𝑥 𝑕 𝑟𝑕𝑓−1
    (3) 

 

and𝛿𝑖𝑗
(𝑓)

 = weight of variable 𝑓:𝛿𝑖𝑗
(𝑓)

 = 0 if 𝑥𝑖𝑓 or𝑥𝑗𝑓   is missing,𝛿𝑖𝑗
(𝑓)

 = 0 if 𝑥𝑖𝑓 =𝑥𝑗𝑓  = 0 and variable 𝑓 is 

asymmetric binary,𝛿𝑖𝑗
(𝑓)

 = 1 otherwise. 

 A 𝑛 𝑥 𝑛  dissimilarity matrix, where𝑑 (𝑖, 𝑗)  =  𝑑 (𝑗, 𝑖) measures the “difference” or dissimilarity 

between the objects 𝑖 and 𝑗.𝛿 𝑖, 𝑗 theDistance between 𝑖-th and 𝑗-th objects. These distances are entries of the 

dissimilarity matrix (d) asdefined as equation (4), 

 d = 

𝛿1,1 𝛿1,2 …  𝛿1,𝑛

𝛿2,1 𝛿2,2 … 𝛿2,𝑛

⋮ ⋮ ⋮
𝛿𝑛,1 𝛿𝑛,2 𝛿𝑛,𝑛

    (4) 

 

3.2 Partitioning Around Medoids 

 The function pamis based on the search for k representative objects, called medoids, among the objects 

of the dataset (Kaufman and Rousseeuw 1987). These medoids are computed such that the total dissimilarity of 

all objects to their nearest medoid is minimal that is the goal is to find a subset  𝑚1 , ⋯ , 𝑚𝑘 ⊂   1, ⋯ , 𝑛 which 

minimizes the objective function as defined as equation (5) 

   min𝑡=1,⋯,𝑘 𝑑 𝑖, 𝑚𝑡 
𝑛
𝑖=1    (5) 

 Each object is then assigned to the cluster corresponding to the nearest medoid. That is, object 𝑖 is put 

into cluster 𝑣𝑖  when medoid 𝑚𝑣𝑖  is nearer to 𝑖 than any other medoid𝑚𝑤 , or 
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𝑑(𝑖, 𝑚𝑣𝑖)  ≤  𝑑(𝑖, 𝑚𝑤 )for all 𝑤 =  1, ⋯ , 𝑘  (6) 

 Compute total dissimilarity distance of all objects to their nearest medoid, it yielding clusters. In that 

clusters out of the dataset objects remaining objects are outliers. Finally we can detect the outlier by the result of 

clusters. 

 

3.3 Outlier Detection Algorithm  

 Generally, outlier keeps away from normal data. Namely, they deviate from the center of data set, and 

have small quantity. So, the outlier detection focus on finding the data objects which are very dissimilar to the 

other data objects in some dataset. In our approach, to find out the outliers of each object of data set must be 

calculated based on dissimilarity matrix. The Outlier Detection Algorithm shown in Table 1.  

 

Table1. Algorithm 

Outlier Detection Algorithm  

Input:D =   d1, d2  ⋯ dn  (dataset to be clustered),k value. 

Output: M =   m1 , m2  ⋯ mn (clusters medoids), O =   o1 , o2  ⋯ on (outliers). 

Begin 

L = {l d  | d =  1,2, . . . , n } (set of cluster labels of D) 

for each mi  € M do 

mi ←  ej  € D ;(e.g. random selection) 

end if  

 Dissimilarity ← Calculate Dissimilarity Matrix (D, metric); 

else 

Dissimilarity ← D; 

end repeat 

for each ei  € D do 

l( ei ) ← argminDissimilarity(di ,Dissimilarity, M); 

end 

for each mi  € Mdo 

Mtmp ← Select Best Cluster Medoids(D, Dissimilarity, L); 

end 

outliers = order(Mtmp) 

End 

 

3.5 Performance Evaluation  
In order to show the effectiveness of the proposed method,performance evaluation based on real-world datasets 

were conducted. In the experiment, show that to detect the outliers efficiently. 

 

3.6 Metrics for Measurement 

Forperformance evaluation of the algorithms, we use two metrics, namely Recall and Precision, to evaluate the 

detection results.Then the Recall and Precision are defined as follows. 

 

Recall=
𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑕𝑒 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑  𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝑠  𝑏𝑦  𝑎𝑙𝑔𝑜𝑟𝑖𝑡 𝑕𝑚

𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑕𝑒 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑  𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝑠
     (7) 

 

Precision= 
𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑕𝑒 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑  𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝑠  𝑏𝑦  𝑎𝑙𝑔𝑜𝑟𝑖𝑡 𝑕𝑚

𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑕𝑒 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑  𝑜𝑏𝑗𝑒𝑐𝑡𝑠  𝑏𝑦  𝑎𝑙𝑔𝑜𝑟𝑖𝑡 𝑕𝑚
     (8) 

  

The possible maximum value of Recalland Precisionis 1, and the possible minimum value of Recall and 

Precisionis 0. The bigger the value of Recall and Precision is, the better the results of outlier detection. 

 

IV. Experimental Results 
 For our experiments, we have used three datasets. The evaluation is performed on a number of UCI 

data sets with different characteristics.We also applied the proposed method to real-worlddatasets.The Iris 

dataset contains 150 objects that were grouped into three clusters. The Diabetic dataset contains 768 objects that 

were grouped into six clusters. The Lung Cancer dataset contains 135 objects that were grouped into five 

clusters. The datasets are obtained from the University of California, Irvine (UCI) machine learning repository. 

In this paper, we select three clusters as normal objects and select five objects from the remaining cluster as 

outliers from Iris dataset, five clusters asamong the six clusters normal objects and select ten objects from the 
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remaining cluster as outliers from Diabetic dataset and seven clusters asamong the five clusters normal objects 

and select twenty threeobjects from the remaining cluster as outliers from Lung Cancer dataset. 

 

The experimental parameters for Data Analysis of outputs and Comparison of results are depicted in Table 2. 

 

Table 2. Analysis of Outputs and Comparison of Results 

Dataset 

Number of 

objects 
(n) 

k 

Number of clusters 
 Outlier Objects Identified 

by Proposed Method 

Actual  

Outlier Objects Identified by 

proposed method 
Actual clusters 

Iris 150 4 3 3 5 5 

Diabetic 768 3 6 5 10 12 

Lung 

Cancer 
135 4 7 5 23 23 

 

In Fig.1shows thatthe graphical representation of analysis of outputs and comparison of results for clusters and 

Fig.2shows thatgraphical representation of Analysis of outputs and Comparison of results for outliers.

 

Fig.1. Comparison results for clusters. 

 
 

Fig.2.Comparison results for outliers. 

 
 

 After detecting the outliers, we evaluate the performance metric measurements, recallin equation (7) 

and precision in equation (8) for the three datasets. Table3. shows the performance evaluation recall, clusters 

and outlier objectsof three datasets. Fig. 3 shows that the graphical representation of measurement metrics. 
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Table3. Measurement metrics 

Dataset Clusters Outlier objects Recall 

Iris 3 5 1 

Diabetic 6 10 0.83 

Lung cancer 7 23 1 

  

 The precision of proposed outlier detection algorithm is same as recall ratio for three datasets. The 

clustering performance improves as more and more outliers or weakly relevant objects are removed. It is evident 

that the number of outliers increases with the number of objects. Experimental set up shows thatto detect the 

outliers efficiently. 

 

 
Fig. 3. Recall, clusters and outlier objects of three datasets 

 

V. Conclusion 
 The purpose of outlier mining is to find small groups of data that are exceptional within a large amount 

of data. Mining of such outliers is important for many applications. This outlier may be due to the unavailability 

or distortions in the data collection stage that consists of irrelevant or weakly relevant data objects. From the 

algorithm, it is shown that by choosing a valid outlier objects, the overall performance of the algorithm can be 

improved.This paper presents dissimilarity based outlier detectionin data mining. Experimental results show that 

this algorithm has better recall and precision. So it is more suitable for massive data. 
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